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Many columnar 
data tools have 
significant 
inefficiencies

● High % of compute spent on 
serialization (converting 
between data formats)

● Inefficient in-memory 
computing that fails to fully 
utilize modern hardware 
capabilities

● Much developer time spent 
building data connectors 
and maintaining glue code.



● Projects and language 
ecosystems utilize a multitude 
of in-memory data formats and 
file storage formats

● Analytics, Data Eng, ML / AI 
workloads often dominated by 
serialization overhead (can be 
80-90+%)

● Complex and inefficient data 
access by data science tools in 
Python and R, etc.
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● ASF open source project started February 2016
● Provides 

○ Language-agnostic, standardized columnar data format for 
efficient, parallel CPU/GPU-based data-frame-like processing

○ Messaging protocol that minimizes or eliminates data 
serialization costs at system or process boundaries

○ Flight, a state-of-the-art framework for building services that 
transport Arrow-based datasets over TCP

○ An in-development multi-language computation platform





A Thriving Open Source Community

● Over 500 unique contributors since 
inception in February 2016

● 1.0.0 Release July 2020 first “format 
stable” release

● 11 programming languages 
represented

● In use by: MSFT, GOOG, AMZN, 
NVDA, INTC, BABA, IBM



Python install metrics

vs some other rising Python projects



Some Example Arrow Uses

Accelerating Client 
Protocol Throughput

Accelerating Client 
Protocol Throughput 
and Python Parquet 
support

Arrow standard input 
format for TensorFlow 
Datasets

Data format for 
CUDA-based GPU Data 
Frame processing

Accelerated User-Defined 
Functions for Python and R

Native In-Memory Format for 
Columnar SQL Execution + 
Arrow Flight for fast data access

Parquet & Feather 
File Import + 
Extension Types

Data Streaming for 
Low-latency Real 
Time Pivot Tables 
(from JP Morgan)



Ursa Labs has been the project’s 
biggest driving force
● As a team, we are the largest single source of 

contributions in the open source project
● We have been responsible for a large fraction the 

project’s operational tooling (CI, packaging, release 
management, developer tools)

Wes

Top 10 GitHub Contributors
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Advantages of moving to Arrow Flight

● Serialization-free transport over 
Arrow datasets over TCP

● Up to 10-100x faster end-to-end 
than common database network 
protocols like ODBC, JDBC

● Systems may still reap > 10x 
performance benefits by using 
Flight even if they are not internally 
“Arrow-native”
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With Flight

Intermediate Wire
Format



Client Planner
GetFlightInfo

FlightInfo

DoGet Data Nodes

FlightData

DoGet

FlightData
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