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Notice and Disclaimers

Software and workloads used in performance tests may have been optimized for performance only on
Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific
computer systems, components, software, operations and functions. Any change to any of those factors
may cause the results to vary. You should consult other information and performance tests to assist you
in fully evaluating your contemplated purchases, including the performance of that product when
combined with other products. For more complete information visit www.intel.com/benchmarks.

Performance results are based on testing as of dates shown in configurations and may not reflect all
publicly available security updates. See backup for configuration details. No product or component can
be absolutely secure.

Your costs and results may vary.
Intel technologies may require enabled hardware, software or service activation.

© Intel Corporation. Intel, the Intel logo, and other Intel marks are trademarks of Intel Corporation or its
subsidiaries. Other names and brands may be claimed as the property of others.
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Why Intel Ethernet?

38 Years of Continuous Innovation
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Total number of Intel® Ethernet
Ports shipped Since 1982

1,400000,000
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Broad Product Selection
Ease of Use
Performance Assurance
Compatibility / Interoperability

Worldwide Support
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Changing Network Landscape

New Requirements for High Performance Networking
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Multiple Apps Contending Accelerate High- Evolving Tunneling
For Network Bandwidth  Performance Storage & Memory Protocol & 5G/Edge Support
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Dynamic Device Personalization (DDP) Profile enabled
The pipeline parser can look deeper into the packets

Payload
Fully deployed data center

bridging technology required

Parsed fields Payload
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Application Device Queues (ADQ)
with Intel® Ethernet 800 Series

m
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Application Device Queues
(ADQ) o

Like cars on a highway, data needs to travel from
[ origination to destination quickly and efficiently,
Meet service level agreements
unexpected delays. Intel® Ethernet 800 Series
has ADQ that acts as dedicated express
lanes for high-priority applications.
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= Dedicates queues to high-priority applications to improve
application response-time predictability, reduce latency, and
improve throughput. Meet service level agreements better and
scale service delivery to reach more end-users easily with ADQ. Dedicates queues to high-priority applications

= ADQ works by:

* Filtering application traffic to a dedicated set of queues Proven Performance
ADQ accelerates Ethernet network performance, providing increased
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Request Rate/Second

Avg Latency/Client
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9,400

940 X
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Improve application response time

https://www.intel.com/content/www/us/en/architecture-and-technology/ethernet/application-device-queues-technology-brief.html
https://www.intel.com/content/www/us/en/architecture-and-technology/application-device-queues-consistently-meet-service-levels.html

Ethernet Product Group NOt a STAC benChma rk inteL

6


https://www.intel.com/content/www/us/en/architecture-and-technology/application-device-queues-consistently-meet-service-levels.html
https://www.intel.com/content/www/us/en/architecture-and-technology/application-device-queues-consistently-meet-service-levels.html

Application Device Queues (ADQ)!

Performance Improvements across Multiple Tiers

Data / Key
Caching
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Network
Balancer Storage

Database

Initial Application List Backend S“EROSPIKE

Significantly Improves Predictability, Latency and Throughput

IFeatures & schedule are subject to change. All products, computer systems, dates and figures specified are preliminary based on current expectations, and are subject to change without notice.
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Intel® Ethernet 800 Series

Application Device Queues (ADQ) Performance Improvements

Without ADQ

Application traffic intermixed
with other traffic types

o ==y

With ADQ

Application trafficto a
dedicated set of queues
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Caching & Database?
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Latency Throughput
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Latency Throughput
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Storage!
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Network
Storage

>45%

Latency
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Significantly improves predictability, latency and throughput

1. Performance results are based on testing as of Feb 2020 (memcached), Feb 2019 (open source Redis), Sept 2019 (Aerospike) and Sept 2019 (NVMe/TCP) and may not reflect all publicly available security updates.
See configuration disclosure for details. No product can be absolutely secure. For more complete information about performance and benchmark results, visit www.intel.com/benchmarks

https://www.intel.com/content/www/us/en/architecture-and-technology/ethernet/performance-testing-application-device-queues-with-memcached.html

https://www.intel.com/content/www/us/en/architecture-and-technology/ethernet/performance-testing-application-device-queues-with-aerospike.html

https://www.snia.org/sites/default/files/SDC/2019/presentations/NVMe-oF/Minturn David Vasudevan Anil Selecting an NVMe over Fabrics Ethernet Transport RDMA or TCP.pdf

Ethernet Product Group

Not STAC benchmarks

Not a STAC benchmark

intel.


http://www.intel.com/benchmarks
https://www.intel.com/content/www/us/en/architecture-and-technology/ethernet/performance-testing-application-device-queues-with-memcached.html
https://www.intel.com/content/www/us/en/architecture-and-technology/ethernet/performance-testing-application-device-queues-with-aerospike.html
https://www.snia.org/sites/default/files/SDC/2019/presentations/NVMe-oF/Minturn_David_Vasudevan_Anil_Selecting_an_NVMe_over_Fabrics_Ethernet_Transport_RDMA_or_TCP.pdf

Latency (us)

Memcached Average (P50) Latency

49%

500

(0] . .

LOWER Up to 60% Average Latency Reduction Reduction
0 S BETTER
400
59% 53%
350 Reduction Reduction
300 . 59%
54%’. Reduction

250 Reduction

2%
150 Reduction
100
ey
 mnh

110 220 330 440 550 660 770 880 990 1100 1210 1320 1430 1540 1650 1760 1870 1980 2090 2200 2310 2420 2530 2640 2750 2860 2970 3080 3190 3300 3410 3520 3630 3740 3850 3960 4070 4180 4290 4400
Total Connections

M E810-CQDA-2 E/ith ﬁDQ "off" P50 B E810-CQDA-2 with ADQ "on" P50
(Baseline)

For more complete information about performance and benchmark results, visit www.intel.com/benchmarks. See configuration disclosure for details. For more information regarding
performance and optimization choices in Intel software products., please visit https://software.intel.com/en-us/articles/optimization-notice.
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Memcached Throughput Comparison while meeting 1 msec SLA for P99.9 Latency
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For more complete information about performance and benchmark results, visit www.intel.com/benchmarks. See configuration disclosure for details. For more information regarding
performance and optimization choices in Intel software products., please visit https://software.intel.com/en-us/articles/optimization-notice.
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Application Device Queues (ADQ) Resource Center

For more information go to: http://www.intel.com/adq

<]: Aerospike ‘ NVMe/TCP with ADQ Acceleration
e Aerospike Solution Brief e SDC 2019 Technical Presentation Video
* Aerospike Blog * SDC 2019 Technical Presentation
* Aerospike White Paper * Blog: Patricia Kummrow, VP DPG, Intel
* Intel Blog About Aerospike
) [
* Aerospike Press Release Training
* Aerospike and Intel Joint Webinar |

 Networking Tech Field Day
* Networking Tech Field Day with Aerospike

Memcached -1Additional Resources

* Memcached SO'“FiO” Brief * Intel Ethernet 800 Series Controller
* Steve OCP Summit Blog: Steve Schultz, VP CG * Intel Ethernet 800 Series Network Adapters

° OCP Summ|t ADQ Presentation Video ° |nte| Ethernet Technologies

* Networking Tech Field Day

Open Source Redis

* Open Source Redis Solution Brief
 Networking Tech Field Day
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https://www.intel.com/content/www/us/en/architecture-and-technology/ethernet/performance-testing-application-device-queues-with-aerospike.html
https://www.aerospike.com/blog/aerospike-4-7-blog-intel-adq-support/
https://www.aerospike.com/lp/aerospike-4-7-with-support-intel-ethernet-800-series-with-adq-white-paper
https://itpeernetwork.intel.com/aerospike-adq/
https://www.aerospike.com/news/press-release/aerospike-4-7-release-intel-adq-support/
https://www.brighttalk.com/webcast/9155/371997/customer-update-aerospike-4-7-for-intel-ethernet-800-series-with-adq
https://techfieldday.com/appearance/intel-presents-at-networking-field-day-21/
https://www.intel.com/content/www/us/en/architecture-and-technology/ethernet/performance-testing-application-device-queues-with-memcached.html
https://itpeernetwork.intel.com/open-compute-connectivity/
https://2020ocpvirtualsummit.sched.com/event/bXfl/on-demand-improving-application-latency-and-predictability-through-application-device-queues-adq-presented-by-intel
https://www.intel.com/content/www/us/en/architecture-and-technology/ethernet/application-device-queues-with-redis-brief.html
https://www.youtube.com/watch?v=f0c6SKo2Fi4
https://www.youtube.com/watch?v=JNgx0jBiYmM&list=PLH_ag5Km-YUY9kkdOYujfrdQjEIh83aNF&index=32&t=0s
https://www.snia.org/sites/default/files/SDC/2019/presentations/NVMe-oF/Minturn_David_Vasudevan_Anil_Selecting_an_NVMe_over_Fabrics_Ethernet_Transport_RDMA_or_TCP.pdf
https://itpeernetwork.intel.com/fabrics-transport-protocols/
https://www.youtube.com/watch?v=f0c6SKo2Fi4
https://techfieldday.com/appearance/intel-presents-at-networking-field-day-21
https://www.intel.com/content/www/us/en/products/network-io/ethernet/controllers/ethernet-800-series-controllers.html
https://www.intel.com/content/www/us/en/products/network-io/ethernet/ethernet-adapters/ethernet-800-series-network-adapters.html
https://www.intel.com/content/www/us/en/architecture-and-technology/ethernet.html
http://www.intel.com/adq

For more info...

m PRODUCTS SUPPORT SOLUTIONS DEVELOPERS PARTNERS 8 @USA\ENGUSHI

Application Device Queues (ADQ) Resource Center

Predictability at Scale

Application Device Queues (ADQ) Resource Center.

Aerospike Memcached NVMe/TCP Open Source Redis Training and User Guides

ADQ Resource Center
www.intel.com/adqg
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