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Who are we?

We are FPGA experts creating next generation solutions
dedicated to enhancing performance across the
industry.

We believe that. . .

 Performance is not an excuse for complexity,

 Performance is as important as transparency,

 Aiming for a good Average latency is too easy and
the real challenge is to aim for a good Maximum




| Speed is a Must, But...

The trading latency scale has decreased year-over-
year, but other challenges arose. . .
— Profits resulting solely based on speed shrank and the
investment to keep up increased.

— Liquidity is global and trading firms need to connect to a
large number of venues.

— Trading strategies need to be smarter as well as faster to
succeed.

So as a vendor, how can we help?
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Transparency is as important
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nxFeed NYSE XDP Integrated
Latency Report

Overview

This aims to describe the latency of the nxFeed XDP Integrated (1.x and 2.x) support along with a description of the benchmark

setup and methods

Setup Configuration
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Transparency is as importan

nxFeed NYSE XDP Integrated
Latency Report

Overview
Tres ams 10 descrbe e latercy o e fxf eed XDP Inegyaled (1 and 2 ) Suppor aong wih a Gescricton of e benchman
settp anc motrocs

Setup Configuration

Host Server

Solution Under Test

Wire-to-Wire Latency Test
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Solution Under Test

NYSE XOP Integrated version 2.2.2 (rev 21547)

Wire-to-Wire Latency Test

1
M nxFeed Normalized Protocol ;
= 10Gb Ethernet

Transparency is as important




Transparency is as important
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Transparency is as importan

Latency_measures_full_day_20_instruments_5_BBO_20x_market_rate-wire_to_wire

[ 2016-06-12

Microseconds
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Latency Distribution Over Time
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Our solutions are designed for. ..

—Ease of configuration and monitoring
—Plug and play solutions
—Full featured product set

Performance doesn’t need to equal complexity!
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THANK YOU

For more details about our numbers
and testing methods, visit us at:
www.enyx.com/performance

(\

enyx






